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A B S T R A C T

Brain atrophy measurements derived from magnetic resonance imaging (MRI) are a promising marker for the
diagnosis and prognosis of neurodegenerative pathologies such as Alzheimer’s disease or multiple sclerosis.
However, its use in individualized assessments is currently discouraged due to a series of technical and
biological issues. In this work, we present a deep learning pipeline for segmentation-based brain atrophy
quantification that improves upon the automated labels of the reference method from which it learns. This
goal is achieved through tissue similarity regularization that exploits the a priori knowledge that scans from the
same subject made within a short interval must have similar tissue volumes. To train the presented pipeline,
we use unlabeled pairs of T1-weighted MRI scans having a tissue similarity prior, and generate the target
brain tissue segmentations in a fully automated manner using the fsl_anat pipeline implemented in the FMRIB
Software Library (FSL). Tissue similarity regularization is enforced during training through a weighted loss term
that penalizes tissue volume differences between short-interval scan pairs from the same subject. In inference,
the pipeline performs end-to-end skull stripping and brain tissue segmentation from a single T1-weighted
MRI scan in its native space, i.e., without performing image interpolation. For longitudinal evaluation, each
image is independently segmented first, and then measures of change are computed. We evaluate the presented
pipeline in two different MRI datasets, MIRIAD and ADNI1, which have longitudinal and short-interval imaging
from healthy controls (HC) and Alzheimer’s disease (AD) subjects. In short-interval scan pairs, tissue similarity
regularization reduces the quantification error and improves the consistency of measured tissue volumes. In
the longitudinal case, the proposed pipeline shows reduced variability of atrophy measures and higher effect
sizes of differences in annualized rates between HC and AD subjects. Our pipeline obtains a Cohen’s d effect
size of 𝑑 = 2.07 on the MIRIAD dataset, an increase from the reference pipeline used to train it (𝑑 = 1.01),
and higher than that of SIENA (𝑑 = 1.73), a well-known state-of-the-art approach. In the ADNI1 dataset, the
proposed pipeline improves its effect size (𝑑 = 1.37) with respect to the reference pipeline (𝑑 = 0.80) and
surpasses SIENA (𝑑 = 1.33). The proposed data-driven deep learning regularization reduces the biases and
systematic errors learned from the reference segmentation method, which is used to generate the training
targets. Improving the accuracy and reliability of atrophy quantification methods is essential to unlock brain
atrophy as a diagnostic and prognostic marker in neurodegenerative pathologies.
1. Introduction

Global and regional brain atrophy quantification has been shown to
be a relevant marker for prognosis of neurodegenerative pathologies,
such as Alzheimer’s disease (AD) [1–3] and multiple sclerosis (MS) [4–
7]. In AD, improved atrophy quantification accuracy would allow for
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earlier and more reliable diagnosis, even in pre-symptomatic stages. Af-
ter AD diagnosis, measures of atrophy could be used to assess the rate of
disease progression, enabling more timely intervention and potentially
slowing disease progression. Similarly, in MS, precise brain atrophy
measurements could detect increased disease activity as an accelerated
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rate of brain atrophy, aid in distinguishing MS phenotypes, and serve
as a prognostic marker to evaluate the response to disease-modifying
treatments. Ultimately, precise brain atrophy monitoring could be used
to guide treatment decisions and improve their efficacy, supporting
personalized data-driven adjustment of therapeutic strategies.

Magnetic resonance imaging (MRI) allows for noninvasive quantita-
tive measures of global and regional atrophy of the brain parenchyma.
These measurements are typically obtained from longitudinal
T1-weighted (T1-w) images, on which there is good contrast between
the cerebrospinal fluid (CSF) and the distinct gray matter (GM) and
white matter (WM) components that form the brain parenchyma.
Methods for brain atrophy quantification are currently affected by a
number of confounding factors related to image acquisition, technical
issues and pathophysiological changes [8], reducing their reliability
and applicability. Although MRI-derived measurements of atrophy have
proven useful for clinical population studies analyzing disease pro-
gression or treatment effects, they are still not considered sufficiently
accurate or reliable for their use in individualized assessments [9].
Inaccurate atrophy quantification methods in the clinical setting could
lead to false diagnoses or inappropriate treatment adjustments. Thus,
to ensure accurate and reliable individualized atrophy measures, it is
critical to reduce the impact of confounding factors such as differences
in acquisition parameters, image artifacts or patient variability.

In general, longitudinal brain atrophy quantification methods can
be classified into either segmentation-based or registration-based tech-
niques. In segmentation-based methods, a target set of structures or
tissues is independently segmented in each of the longitudinal scans,
and atrophy is quantified from differences in the measured volumes. In
practice, segmentation-based techniques are influenced by the quality
of T1-weighted images, as they perform an indirect measure of atrophy
through independent segmentations of each timepoint. In contrast,
registration-based techniques derive measures of atrophy from the
observed spatial deformation of structures or tissues between two lon-
gitudinal scans. For this, a non-linear registration is performed between
the two image intensities which provides a higher degree of sensitivity
to changes over time, more robustness and less dependency on the qual-
ity of MRI acquisitions. For these reasons, segmentation-based methods
are typically regarded as less accurate and more variable than their
registration-based counterparts, and their use has been discouraged for
longitudinal studies [10].

Although several segmentation-based methods for cross-sectional
brain volumetry from T1-w MRI have been proposed in the recent
literature, only SIENA-XL [11] has been purposefully built for lon-
gitudinal imaging. Registration-based methods are typically preferred
for longitudinal change analysis since they have lower quantification
error and better sensitivity to atrophy changes [10]. SIENA [12] is a
well-known and widely used registration-based atrophy quantification
method based on the boundary shift integral (BSI) [13]. Within SIENA,
atrophy is measured between two linearly registered scans from the
surface displacement of the interface between GM and WM, which was
obtained from FAST [14] tissue segmentations of each scan. Measures
of longitudinal change can also be derived from the deformation fields
obtained from nonlinear registration between baseline and follow-up.
The work of Holland and Dale [15] used the deformation field to
approximate voxels as irregular hexahedrons and directly compute the
fractional volume change of a certain region between timepoints. More
recently, methods based on Jacobian integration of displacement fields
have shown further improvements, such as larger effect sizes and lower
quantification error [16,17]. These methods measure volume changes
by integrating the determinant of the Jacobian of a nonlinear trans-
formation between two longitudinal scans. The region for integration
is typically obtained from a cross-sectional segmentation of tissues or
structures in one of the scans. It is worth noting that even within
registration-based methods, some form of cross-sectional segmentation
2

of tissue or structures is still needed.
In recent years, deep learning techniques have achieved higher
levels of accuracy and performance in brain MRI segmentation tasks
for Alzheimer’s disease [18]. Several deep learning approaches have
been recently proposed for cross-sectional brain tissue segmentation
using a mix of automated and manually annotated data. While advances
in methods for cross-sectional tissue segmentation contribute to better
atrophy quantification, these methods are not optimized for dealing
with the specific challenges of longitudinal analysis. Existing work
often focuses on segmentation accuracy in a single scan, rather than
ensuring consistency and minimizing error when analyzing changes in
tissue volume over time. EA-Net [19] is a deep learning method that
is fully trained on manual brain tissue segmentations and incorporates
edge and boundary features to improve segmentation of the partial
volumes between tissues. QuickNAT [20] is first trained on auto-
mated segmentations made with FreeSurfer [21] and then fine-tuned
on manual delineations of brain tissue. In contrast, FastSurfer [22]
and NeuroNet [23] are both trained solely on automated brain tissue
segmentations made with FreeSurfer [21] and FSL [24], respectively,
two of the most frequently used automated tools for neuroanatomical
analysis. These approaches achieve greater consistency, reliability and
shorter execution time than the reference methods on which they were
trained. Moreover, both QuickNAT and FastSurfer also demonstrate
improvements with respect to longitudinal brain atrophy quantifica-
tion, having lower short interval error and higher sensitivity to atrophy
changes. For pathological cases with brain lesions, Dorent et al. [25]
used several disjoint heterogeneous datasets with manual annotations
to learn a joint brain tissue and lesion segmentation model. This
approach is much more robust to the volumetric errors introduced
by the presence of abnormal brain lesions and can also deal with a
variable number of input modalities. While advances in methods for
cross-sectional brain tissue segmentation can be used by atrophy quan-
tification approaches to improve their longitudinal results, these have
not been purposefully built for improving brain tissue segmentation in
the longitudinal case.

In this work, we present a deep learning pipeline for segmentation-
based brain atrophy quantification that uses tissue similarity regular-
ization to improve upon the automated labels of a reference method
used for training. The presented pipeline is specifically tailored to lon-
gitudinal brain atrophy analysis and aims at improving the consistency
and reliability of brain tissue segmentations over time. The proposed
regularization exploits a priori knowledge that pairs of scans from the
same subject made within a short interval must have similar brain
tissue volumes. The pipeline is trained using a set of short-interval scan
pairs from which training targets are generated in a fully automated
manner using the fsl_anat pipeline provided in FSL. The reference
tissue segmentations are obtained from fsl_anat in a similar fashion
to SIENA-XL [11] by merging the resulting brain tissue segmentation
of FAST [14] and the deep gray matter structures of FIRST [26].
Tissue similarity regularization is enforced during training through a
weighted loss term that penalizes volume differences between similar
scan pairs. In inference, the pipeline acts on a single T1-w scan in its
native space and performs end-to-end skull stripping and brain tissue
segmentation. For longitudinal evaluation, each image is independently
segmented, and then change measures are computed. We performed a
quantitative and qualitative evaluation of the improvements in brain
atrophy quantification using two publicly accessible longitudinal MRI
datasets, MIRIAD and ADNI1. The presented pipeline improves upon
the reference method used for training by having a lower quantifica-
tion error, better intracranial cavity consistency and higher sensitivity
to differences in brain atrophy rates between healthy controls and
Alzheimer’s disease (AD) patients.

2. Materials

The datasets employed in this study consist of two publicly available

MRI datasets are used with different characteristics, MIRIAD [27]
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and ADNI1, which have short-interval and longitudinal imaging for
healthy controls (HCs) and AD subjects. Datasets from AD patients
are a particularly good fit as an evaluation framework for brain at-
rophy quantification methods. Typically, longitudinal scans from AD
patients have a high pronounced rate of atrophy compared to other
neurodegenerative pathologies and have less of the confounding factors
commonly seen in other pathologies, such as the presence brain lesions.
Additionally, these datasets have both short-interval and longitudinal
imaging, which are required by the presented pipeline for training and
evaluation.

The MIRIAD dataset provides a small set of homogeneous MRI scans
taken with the same scanner and acquisition protocol, while the ADNI1
dataset has a larger number of subjects with more heterogeneous
imaging acquired on different scanners and with varied voxel spacings.
By using both a single-center (MIRIAD) and multi-center dataset with
different scanner models (ADNI1), we can study the influence of train-
ing data heterogeneity on the model’s performance and generalization.
In this way, a cross-dataset evaluation can be performed, training on
one dataset and testing on the other, to study if training on a diverse
dataset with many scanners leads to improved generalization when
evaluating on external datasets.

The datasets employed in this study were obtained from two pub-
licly available and established sources, both of which adhere to rigorous
ethical standards regarding patient consent and data privacy.

2.1. MIRIAD dataset

The Minimal Interval Resonance Imaging in Alzheimer’s Disease
(MIRIAD) dataset [27] is a publicly accessible series of longitudinal T1
MRI scans of 46 mild–moderate Alzheimer’s subjects with an average
age of 69.4 ± 7.1 years and 23 healthy controls with an average age
of 69.7 ± 7.2 years. The dataset consists of longitudinal scans taken
at intervals of 2, 6, 14, 26, 38 and 52 weeks and 18 and 24 months
from baseline, as well as rescan images at three of the timepoints, for
both AD and controls. The rescan images were taken during three of
the scanning sessions (0, 6 and 38 weeks) without repositioning of the
subject. All scans were taken by the same radiographer on the same
1.5 𝑇 Signa MRI scanner (GE Medical systems, Milwaukee, WI, USA)
with a voxel size of 0.9375 × 1.5 × 0.9375 and total image dimensions of
256 × 124 × 256. In our study, we consider both the rescan image pairs
and the baseline to 2-weeks image pairs to have a tissue similarity prior
that can be used for regularization. From the original dataset, some
images were discarded due to poor scan quality or movement artifacts;
details on which image pairs were used for training and evaluation can
be found in the supplementary material.

2.2. ADNI1 data

Data used in the preparation of this article were obtained from the
Alzheimer’s Disease Neuroimaging Initiative (ADNI) database
(adni.loni.usc.edu). The ADNI was launched in 2003 as a public–private
partnership, led by Principal Investigator Michael W. Weiner, MD.
The primary goal of ADNI has been to test whether serial magnetic
resonance imaging (MRI), positron emission tomography (PET), other
biological markers, and clinical and neuropsychological assessment can
be combined to measure the progression of mild cognitive impairment
(MCI) and early Alzheimer’s disease (AD).

In our work, we consider a subset of subjects originally included in
the “ADNI1: Complete 1Yr 1.5T” standardized data collection and use
similarly preprocessed scans with corrected gradient nonlinearity and
B1 and N3 nonuniformity correction. We consider 251 pairs of baseline
and 1 year of follow-up scans from 105 AD patients with an average age
of 75.9 ± 7.3 years and 146 healthy control subjects with an average
age of 76.3 ± 5.4 years. We also consider 541 scan-rescan image pairs
taken at each of the two timepoints, including some subjects who did
not have both longitudinal scans. Within this cohort, scans were taken
3

with varied voxel sizes ranging from 0.94 × 0.94 × 1.2 to 1.3 × 1.3 × 1.2,
aving the same voxel size between the scan-rescan and longitudinal
mage pairs of the same subject. In total, 8 different scanners from

manufacturers (GE and Siemens) were used for image acquisition.
n 45 of the 250 subjects, a different scanner model from the same
anufacturer was reported for the 1-year follow-up scan. Details of

he image pair IDs used for training and inference can be found in the
upplementary material.

. Methods

We present a deep learning pipeline for segmentation-based brain
olumetry that learns from automated tissue segmentations derived
rom fsl_anat while enforcing a tissue similarity regularization that
mproves longitudinal brain atrophy quantification. The proposed regu-
arization exploits the assumption that two scans from the same subject
aken within a short time interval should have similar brain tissue
olumes. For training, we use a set of coregistered T1-w scan pairs
aving a tissue similarity prior and generate the segmentation targets
n an automated manner using fsl_anat. In inference, the pipeline
erforms end-to-end skull stripping and brain tissue segmentation from
single image in its native space, i.e., without image interpolation. For

ongitudinal evaluation, each image is independently segmented first,
nd then measures of change are computed. In the following sections,
e describe in detail how to prepare the training data and present the
eep learning framework architecture, along with the procedures for
etwork training and image inference.

.1. Training data preparation

The pipeline is trained from a set of T1-w scan pairs belonging
o the same subject and acquired within a short interval, thus having
tissue similarity prior, from which we generate the reference brain

issue segmentations in a fully automated manner, as shown in Fig. 1.
or this purpose, the fully automated fsl_anat anatomical image pro-
essing pipeline implemented in FSL is applied to each T1-w scan to
erform skull stripping, as well as segmentation of brain tissue using
AST [14] and deep gray matter structures using FIRST [26]. This
issue segmentation procedure is very similar to that done by SIENA-
L [11], which also used the fsl_anat pipeline to generate the tissue and
ubcortical structure segmentation. More specifically, fsl_anat performs
kull-stripping through a nonlinear registration to the MNI standard
pace, which is used to transform a dilated MNI brain mask back into
he native space of the T1-w image. From this skull-stripped image,
rain tissue probabilities are obtained using FAST [14], which is run
ith the --weakbias option. Additionally, the deep gray matter of

ubcortical structures is segmented with the registration-based FIRST
ethod [26]. Similar to SIENA-XL [11], we merge the FIRST subcortical

tructure segmentation into the FAST tissue probabilities by setting
hem as pure gray matter, obtaining the final reference FAST + FIRST
egmentation in the native space of each T1-w scan.

As part of the fsl_anat pipeline, we also obtain a transform to an MNI
1-w structural template with 2 mm resolution. To avoid an additional
egistration step, we use the inverse of this transform to bring the 2 mm
esolution MNI brain mask through nearest neighbor interpolation into
he native T1-w scan space. This coarse brain mask is later used as a
ormalization mask to constrain the computation of image statistics to
he brain tissues for performing the input normalization of our deep
earning system.

Finally, each pair of similar T1-w scans is spatially aligned to be
ble to exploit their tissue similarity prior during training. This goal
s achieved by performing a linear registration to a halfway space
etween them using the mri_robust_register method [28] implemented
n the FreeSurfer image analysis suite with default parameters, using
ubic interpolation to transform the images. Then, the reference FAST +
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Fig. 1. Training data preparation diagram for each pair of short-interval T1-w scans, A and B, which have tissue similarity prior. The T1-w scans are first processed using the
fsl_anat anatomical image processing pipeline to obtain the reference FAST + FIRST brain tissue probabilities and input normalization mask for each of them. Then, the T1-w scans
and their segmentations are spatially aligned by linear registration to a halfway space, Ah and Bh, between them.
Fig. 2. Diagram of the 3D U-Net based model. The parameter distribution is asymmetrical, with the residual blocks of the encoder using two convolutional blocks, while a single
one is used in the decoder. In the convolutional layers (Conv), Kx × Ky × Kz@[Sx,Sy,Sz] indicates the kernel and stride dimensions on each axis. The gray boxes represent the
feature maps with the number of channels indicated above or below it. The numbers of input and output feature maps are denoted by I and O, respectively.
FIRST tissue probabilities are also transformed through linear interpola-
tion into the halfway space, along with the normalization mask, which
is transformed using nearest neighbor interpolation. Note that the
halfway registered T1-w scans and tissue probabilities are exclusively
used during training, while image inference for evaluation is performed
in the native space of each scan without any type of interpolation.

3.2. Deep learning pipeline

In this section, we describe in detail the network architecture and
input normalization of the presented deep learning pipeline. We utilize
a patch-based deep learning pipeline using a residual 3D architecture
based on the U-Net [29], which performs both skull stripping and brain
tissue segmentation from a single T1-w scan. As input, the network
receives a single 3D patch with spatial dimensions of 32 × 32 × 32
and outputs a brain tissue probability distribution among four classes
(background, CSF, GM and WM) for each input voxel. The patch size of
32 × 32 × 32 was selected through empirical tests to provide sufficient
context for accurate segmentation while balancing class representation
and improving training stability through the use of a larger batch
size. The network architecture, depicted in Fig. 2, consists of a 3D
U-Net model that uses residual convolution blocks and skip connec-
tions. All the convolutional layers use 3 × 3 × 3 kernels and are
always preceded, except for the input and output nodes, by a batch
normalization (BN) layer [30] and a parametric rectified linear unit
(PReLu) activation [31]. The parameter distribution is asymmetrical,
4

with the residual blocks of the encoder part using two convolutional
layers while a single one is used in the decoder. The network uses four
different resolution levels, where the feature maps are downsampled by
2 × 2 × 2 in each level of the encoder and upsampled back by the same
factor in the decoder. Downsampling is performed by concatenating
the result of a max pooling operation and strided convolution as
proposed by Szegedy et al. [32], while upsampling is performed using
a transposed convolution that learns the upsampling operator for each
feature map. The last layer outputs a four-channel patch with the same
32 × 32 × 32 spatial size as the input and is activated with a softmax
to obtain a probability distribution among the background and three
considered tissue classes.

Before extracting patches for either training or inference, we nor-
malize the T1-w image intensities to standardize the input range and
reduce the influence of outliers. More specifically, the intensity range
is winsorized within the 0.05% and 99.95% percentiles and then the
minimum and maximum intensities are mapped to the [−1, 1] interval.
To avoid influence from intensities not belonging to the brain tissues,
image statistics are computed exclusively within a normalization mask,
which is the coarse brain mask obtained through linear registration
from a 2 mm resolution T1-w MNI template.

3.2.1. Training procedure
In this section, we provide a detailed overview of the procedure for

training the presented pipeline, which includes the values for each hy-
perparameter and the network optimization strategy. The data used to
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Fig. 3. Training iteration diagram of the proposed pipeline. The input comprises two patches extracted from a pair of halfway registered T1-w scans having a tissue similarity
prior. As a segmentation target, we use the FAST + FIRST brain tissue probabilities computed in the native space of each T1-w scan and transformed to the halfway space. The two
T1-w patches are predicted in two independent forward passes through the network, and two separate patch predictions are obtained. Then, a single backward pass is performed
that updates the network weights to minimize the two segmentation loss terms, as well as the shared similarity loss term, which enforces the tissue similarity regularization.
train the proposed pipeline consists of the prepared halfway registered
T1-w scans and their corresponding FAST + FIRST brain tissue prob-
abilities derived from fsl_anat as the segmentation target. From these
halfway registered scans, a patch set is generated with 100,000 pairs
of samples, 85,000 for training and 15,000 for validation, extracted
from the same spatial location of each halfway registered pair. The
same number of patches is extracted from each of the available pairs
with a deliberate sampling strategy to balance the representation of
segmentation classes. For this purpose, we use the FAST + FIRST seg-
mentations derived from fsl_anat as a guide to extract 25% of patches
centered on CSF, 25% on GM, 25% on WM, 20% on the rest of the
head and 5% from the background. To obtain a rough approximation
of the nonparenchyma voxels, we define the head class as any nontissue
voxel with a T1-w intensity greater than the mean of the image and the
background class as any nontissue voxel with an intensity less than the
mean. Additionally, a random 3D offset of up to half the patch size is
applied to each sampled patch to increase the representation of class
boundaries.

Once the training patch set is built, the randomly initialized network
weights are iteratively trained following the procedure depicted in
Fig. 3. Each training iteration consists of two separate forward passes
through the network, obtaining a dense prediction for each halfway
registered T1-w patch and a single backward pass that is used to update
the network weights to minimize the loss function. In practice, each
iteration is performed on a batch of 16 patch pairs, so that we first
forward pass each of the 16 patch pairs and then perform a single back-
ward pass from the average of their loss values. The network weights
are updated through the Adadelta optimizer [33] with a learning rate
of 0.05. To prevent overfitting, early stopping is performed when the
loss on the validation set does not improve for 8 consecutive epochs.

As shown in Fig. 3, the training loss function comprises the sum
of three terms: two of them come from segmentation loss terms, one
for each T1-w patch, and the third is a shared similarity loss term
that enforces the tissue similarity regularization during training. The
probabilistic version of the cross-entropy loss (PCE) is used as the
segmentation loss, targeting the partial volume probabilities of the
FAST + FIRST segmentation derived from fsl_anat. Using probabilities
as targets, instead of categorical labels, we encourage approximating
the partial volume probabilities instead of attempting to maximize the
probability of the most likely tissue class. More specifically, given a
predicted probability distribution of a patch 𝑃 over 𝐶 classes with
dimensions 𝐶 × 𝑋 × 𝑌 × 𝑍 and a target probability distribution 𝑇 of
the same dimensions, the probabilistic cross-entropy segmentation loss
term is defined as:

seg(𝑃 , 𝑇 ) =
1

𝑋𝑌𝑍
∑

𝑥,𝑦,𝑧

𝐶−1
∑

𝑐𝑖=0
𝑇 (𝑐𝑖, 𝑥, 𝑦, 𝑧) ⋅ − log

exp(𝑃 (𝑐𝑖, 𝑥, 𝑦, 𝑧))
𝐶−1
∑

exp(𝑃 (𝑐𝑗 , 𝑥, 𝑦, 𝑧))

(1)
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𝑐𝑗=0
The tissue similarity regularization is implemented through the sim-
ilarity loss term, which is taken as the sum of the L1 norm between the
CSF, GM and WM percentages of the two predicted patches, ignoring
the background class. More specifically, given two patches with output
probability distributions, 𝑃𝑎 and 𝑃𝑏, over 𝐶 classes with dimensions
𝐶 × 𝑋 × 𝑌 × 𝑍, the similarity loss term is defined as:

sim(𝑃𝑎, 𝑃𝑏) =
𝐶−1
∑

𝑐=1

100
𝑋𝑌𝑍

|

|

|

|

|

|

∑

𝑥,𝑦,𝑧
𝑃𝑎(𝑐, 𝑥, 𝑦, 𝑧) −

∑

𝑥,𝑦,𝑧
𝑃𝑏(𝑐, 𝑥, 𝑦, 𝑧)

|

|

|

|

|

|

(2)

Note that the two patches 𝑃𝑎 and 𝑃𝑏 used in the similarity loss term
are forward passed separately so that the model cannot extract joint
features between the short-interval scans to reduce the volume differ-
ences. In this way, the model is constrained to the use of cross-sectional
features acting on a single patch to achieve this reduction. As a result,
we obtain a model that performs inference on a single image at a time
but does so with reduced quantification error thanks to the training
regularization.

In summary, given two predicted tissue probability distributions 𝑃𝑎
and 𝑃𝑏 and their corresponding target probability distributions 𝑇𝑎 and
𝑇𝑏, respectively, the loss function is defined as:

(𝑃𝑎, 𝑃𝑏, 𝑇𝑎, 𝑇𝑏) = seg(𝑃𝑎, 𝑇𝑎) + seg(𝑃𝑏, 𝑇𝑏) +𝑤sim ⋅ sim(𝑃𝑎, 𝑃𝑏) (3)

where 𝑤sim is a term that modulates the degree to which the model
will be allowed to deviate from approximating the reference seg-
mentation probabilities and instead focus on reducing tissue volume
differences between similar patches. Setting 𝑤sim = 0.0 would set the
optimization target purely on approximating the target tissue prob-
abilities as faithfully as possible, and any deviation from the target
would be penalized by the segmentation loss terms. However, to avoid
learning the biases and errors of the reference method, a level of
disagreement is needed with respect to the target segmentations to
allow room for improvement. By increasing the value of 𝑤sim, we pro-
gressively shift the optimization target away from approximating the
target probabilities and toward reducing the segmentation differences
between short-interval scans. However, if 𝑤sim is set too high, the
learned segmentation model would be allowed to excessively ignore the
FAST + FIRST segmentations to the point at which it might produce
anatomically unfeasible results. For this reason, the preferred value
for 𝑤sim is the smallest one that provides sufficient improvement in
brain atrophy quantification. The effect on segmentation accuracy and
atrophy quantification of the proposed regularization is analyzed later
in Section 5.1.

3.2.2. Image inference
Within the proposed pipeline, image inference performing end-to-

end skull stripping and brain tissue segmentation is performed on a
single T1-w scan in its native space, i.e., without image interpola-
tion. First, input normalization is performed on the T1-w image as
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Fig. 4. Longitudinal inference procedure. The baseline and follow-up images are independently segmented in their native space and change measures are computed from the
predicted tissue probability distributions.
previously described within a normalization mask obtained by linear
transformation of a brain mask from a 2 mm resolution MNI template.
Then, highly overlapping patches of size 32 × 32 × 32 are extracted for
inference at regular spatial steps of 10 × 10 × 10. This level of overlap
helps to reduce block boundary artifacts and improve spatial coherence.
Before patch extraction, the T1-w image is edge padded on all sides by
16 voxels, which is half the patch size, to ensure that every voxel in
the image is predicted with a similar degree of overlap. The extracted
patches are then forward passed through the trained segmentation
model, obtaining dense tissue probability distributions for each patch.
The use of overlapping patches results in several brain tissue probability
distributions for each voxel of the input image. To achieve the final
whole image segmentation, the overlapping predictions are averaged
and normalized to produce a single brain tissue probability distribution
for each input image voxel.

Additionally, the brain tissue probabilities are postprocessed to
improve the accuracy in intracranial cavity segmentation. Since the
proposed pipeline performs end-to-end skull stripping and brain tissue
segmentation, there is no assumption made regarding which voxels
should be pure tissue or pure background, leading to small back-
ground probabilities appearing inside the intracranial cavity and small
probabilities of tissue appearing outside of the brain. To reduce these
small errors from compounding onto large volume measurement er-
rors, postprocessing is performed based on the assumption that the
intracranial cavity will be the largest connected component in the
output segmentation. In practice, we first define a pure tissue mask as
𝑝(CSF)+𝑝(GM)+𝑝(WM) > 0.99, which is processed using morphological
operators by filling holes and then keeping only the largest connected
component. Within the pure tissue mask, the background probability
is set to zero, and the remaining tissue probabilities are normalized
to ensure that they total one. Outside of the pure tissue mask, the
background probability is set to one, and all tissue probabilities are set
to zero. From these probabilistic segmentations, measures of volume
for each tissue are obtained by taking the brain tissue probability
distribution of each voxel as an estimation of its partial volume mixture.
In this way, the volume of each tissue class is calculated by totaling its
voxelwise probability across the whole image and then normalizing by
the voxel size to obtain the volume in mm3.

For longitudinal evaluation, inference is performed independently
for the baseline and follow-up images, in their native space, and then
measures of change are computed from the predicted tissue probability
distributions, as shown in Fig. 4.

3.3. Implementation details

The proposed method was implemented with Python using the
Torch scientific computing framework [34]. All experiments were run
on a GNU/Linux machine running the Ubuntu operating system, ver-
sion 18.04, with 128 GB of RAM memory and an Intel®CoreTM i7-
7800X CPU. The versions of the software packages used were 6.0.4
for FSL and 6.0.0 for FreeSurfer. The network training and inference
were performed with an NVIDIA 1080 Ti GPU (NVIDIA Corp., United
States) with 12 GB G5X memory. The proposed network architecture
has 7 million trainable parameters and takes 3.6 GB of GPU memory
6

during training and 1.5 GB for inference. The time to perform inference
for a whole image using the proposed pipeline within our system is
between 2 and 3 min, depending on the image dimensions. The linear
registration to obtain the normalization mask takes approximately
1 min, while inference of an image using the GPU takes between 1 and
2 min.

4. Evaluation

The evaluation is performed on two publicly available MRI datasets,
MIRIAD and ADNI1, which have short-interval and longitudinal imag-
ing for healthy controls (HCs) and AD subjects. The proposed pipeline
is evaluated with a subject-wise cross-validation strategy in 3 folds,
allocating in each fold a different two thirds of the subjects for training
and validation and the remaining third for testing and evaluation, as
detailed in Table 1. A 3-fold cross-validation was selected to achieve
a balance between robust evaluation and computational efficiency.
While a cross-validation using more folds could offer slightly more
granular performance estimates, it would have substantially increased
computational demands. Moreover, the use of fewer folds provides a
more restrictive evaluation since in each iteration the model is trained
on less data samples and evaluated on a larger amount of test images.

Within each fold, the coregistered short-interval scan pairs from the
training and validation subjects are used to extract a total of 100,000
pairs of patches, 85,000 for training and 15,000 for validation, with
size 32 × 32 × 32 and used to train the pipeline as described in
Section 3.2.1. In the MIRIAD dataset, we consider for training all the
182 scan-rescan pairs as well as 125 scan pairs made within 2 weeks,
for a total of 307 scan pairs. For the ADNI1 cohort, we use all the 541
available scan-rescan pairs for training. Next, inference is performed
for the subjects in the testing set, segmenting the maximum interval
scan pairs, i.e., the first and last available timepoints, and also the
short-interval scan pairs for evaluation of quantification error. While
short-interval scans are registered to a halfway space for training and
validation, inference on short-interval scan pairs is performed in their
native space without image interpolation. After completing the three
folds, segmentations for all the scans in the dataset are obtained and
the evaluation metrics are calculated for the whole dataset.

We first studied the effect of tissue similarity regularization on
brain volumetry with an ablation study performing several subject-
wise cross-validations with increasing amounts of tissue regularization
controlled by the 𝑤sim parameter. More specifically, we performed
seven cross-validation evaluations for each dataset considering values
for 𝑤sim from 0.0 to 0.6. The proposed pipeline was independently
evaluated on each dataset using the available short-interval scan pairs
having a tissue similarity prior and preparing the data for training
as described in Section 3.1. From the results of this experiment, we
set an optimal default value for 𝑤sim and then performed a detailed
quantitative analysis of the pipeline with the selected optimal weight.
Finally, we also performed a cross-dataset evaluation to study domain
shift performance, using the models trained on the MIRIAD dataset to
test on ADNI1 and vice-versa.

We compared our results to the FAST + FIRST brain tissue proba-
bilities derived from fsl_anat used as training targets and with SIENA, a
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Table 1
Number of subjects and scan pairs for each set of the cross-validation folds. Training and validation is performed using the co-registered
short-interval scan pairs while testing is done on the maximum interval and short-interval scan pairs in their native space.

MIRIAD ADNI1

Training Validation Testing Training Validation Testing

Fold 1 Subjects 40 6 23 156 27 87
Scan pairs 175 20 135 302 57 272

Fold 2 Subjects 40 6 23 156 27 89
Scan pairs 185 20 125 299 57 277

Fold 3 Subjects 40 6 23 157 27 75
Scan pairs 185 20 116 321 52 246
p
t
l
H
f
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well-known and widely used state-of-the-art brain atrophy quantifica-
tion method also implemented in FSL. In practice, SIENA is run with the
-R option in MIRIAD, which iterates the skull stripping several times
to robustly estimate the brain center, and with the -B option in ADNI1,

hich removes the neck present on the images.
Measures of whole-brain atrophy in segmentation-based methods

re typically based on the volume change of brain parenchyma between
he baseline and follow-up segmentations, which can be computed
ither from raw or from normalized volumes. Additionally, since our
ipeline not only segments the parenchyma but also its distinct gray
nd white matter components, we also provide individualized measures
f change for these tissues. To account for different time intervals
etween longitudinal scans of different subjects, all reported measures
f change are annualized. Relative change measures are not computed
elative to the baseline or follow-up volumes, but instead we do so with
espect to their average as follows:

hange % = 100 ⋅
2(𝑉follow-up − 𝑉baseline)
𝑉follow-up + 𝑉baseline

(4)

where 𝑉 can be any measure of volume derived from the probabilistic
brain tissue segmentations. The percentage of brain volume change
(PBVC) is obtained when 𝑉 is set as the raw volume of the brain
parenchyma. Similarly, setting 𝑉 as the raw volume of the GM or WM
provides the percentage of GM volume change (PGMVC) or percentage
of WM volume change (PWMVC), respectively. However, measures of
change based on raw unscaled volumes are affected by a number of
technical and physiological confounding factors [10]. A more robust
measure of change can be obtained using tissue fractions, which are
computed by normalizing the raw tissue volumes with respect to the
intracranial volume (ICV), computed as the sum of all tissue volumes
(CSF + GM + WM). In this way, the brain parenchymal fraction
(BPF), gray matter fraction (GMF) and white matter fraction (WMF) are
obtained by normalizing their respective raw volume measurements by
the intracranial volume. Additionally, to study the longitudinal skull
stripping consistency of the proposed pipeline, the ICV change is also
measured by setting 𝑉 as the raw intracranial volume. Although the
ICV has been shown to decrease as a result of aging beyond adult-
hood [35], this change is expected to be close to zero within the time
intervals between scans of the considered datasets.

These measures of volume change are also computed for the short-
interval scan pairs to evaluate the quantification error. Between these
images, an ideal atrophy quantification method should measure zero
change between them; therefore, we consider any deviation from zero
as quantification error.

In the absence of an atrophy ground truth, the measures of change
by themselves are not indicative of the accuracy or quality of the
brain tissue segmentations. However, the sensitivity of an atrophy
quantification method to longitudinal changes can be assessed by quan-
tifying the differences between two subject populations known to have
different rates of change. In this way, atrophy quantification methods
can be compared based on the assumption that better methods would
detect larger and more pronounced differences between these two
populations. In our case, we quantified differences between HC and
7

AD subjects based on their annualized change measures. As in the
work of Smith et al. [36], a measure of discriminative power can
be obtained from the 𝑡 statistic of Welch’s unequal variances test,
which quantifies confidence in the existence of differences between
both groups. Welch’s unequal variances test was selected due to its
higher reliability within two unpaired populations which have unequal
variances and possibly unequal sample sizes [37]. In this test, a large 𝑡
rovides a high level of evidence that the observed differences between
he two populations are statistically significant — in other words, a
ow probability that the observed differences could be due to chance.
owever, 𝑡 does not reflect the strength or size of these differences;

or instance, a large 𝑡 could be obtained for a very small difference in
he magnitude of annualized change, which would not necessarily be
f any practical significance or clinical importance. For this purpose,
easures of effect size are typically used to quantify the magnitude or

trength of observed differences. More specifically, we use the Cohen’s
[38] to measure the effect size, which is calculated as:

=
𝑥̄1 − 𝑥̄2

𝑠
(5)

where 𝑥̄1 and 𝑥̄2 are the set of annualized change measures of the HC
and AD groups, respectively, and 𝑠, the pooled standard deviation, is
defined for two independent populations as:

𝑠 =

√

(𝑛1 − 1)𝑠21 + (𝑛2 − 1)𝑠22
𝑛1 + 𝑛2 − 2

(6)

where 𝑛1 and 𝑛2 are the number of samples in each population, and 𝑠21
and 𝑠22 are the variances of each group, computed as:

𝑠21 =
1

𝑛1 − 1

𝑛1
∑

𝑖=1
(𝑥1,𝑖 − 𝑥̄1)2

2
2 =

1
𝑛2 − 1

𝑛2
∑

𝑖=1
(𝑥2,𝑖 − 𝑥̄2)2

(7)

We also calculate the Dice similarity coefficient (DSC) between
the segmentations of the proposed pipeline with respect to the FAST
+ FIRST reference derived from fsl_anat to quantify the extent to
which the tissue similarity regularization shifts the segmentation away
from the target. In practice, we calculate the DSC by first taking
the argmax of the brain tissue probabilities to obtain a categorical
multiclass segmentation.

5. Results and discussion

5.1. Similarity weight analysis

In this experiment, we study the effect of the tissue similarity
regularization on the proposed pipeline by performing seven cross-
validations with increasing values for 𝑤sim, from 0.0 to 0.6. To analyze
the effect on brain atrophy quantification properties, we studied the
response of annualized change measures as well as any improvement
in the sensitivity to differences between healthy and AD subjects of
these change measures. We also study how regularization affects the
tissue segmentation model by calculating short-interval error mea-
sures, as well as the DSC with respect to the reference FAST + FIRST
segmentations.



Computers in Biology and Medicine 179 (2024) 108811A. Clèrigues et al.
Fig. 5. Annualized change measures between maximum interval pairs of healthy controls (HC) in blue and Alzheimer’s disease (AD) patients in red for the FAST + FIRST reference
segmentations and the proposed pipeline with increasing similarity regularization weight. The boxes representing the interquartile range are notched within the confidence interval
around the median, with the left and right whiskers set to the 5th and 95th percentiles, respectively.
Figs. 5(a) and 5(b) show boxplots of annualized change measures
of BPF, GMF and WMF between the maximum interval pairs of the
MIRIAD and ADNI1 datasets, respectively. Overall, increasing values of
𝑤sim reduce the standard deviation of all considered change measures
in both datasets. The reduction in variability is more pronounced in the
MIRIAD measures, especially for the healthy subjects, most likely due
to the high similarity between images acquired with the same scanner
and imaging protocol. In both datasets, higher values of 𝑤sim reduce
the median BPF and GMF change, while the median WMF change is
negatively increased.

The effect of increasing regularization on the discriminative power
and effect size of change measures between healthy and AD subjects
is summarized in Table 2. The results show that tissue similarity regu-
larization improves the discrimination and effect size between groups
in all change measures in both the MIRIAD and ADNI1 datasets. In
the MIRIAD dataset, the proposed pipeline with 𝑤sim = 0.0 already
improves the sensitivity of BPF, GMF and WMF change compared to
the reference FAST + FIRST segmentations. When the regularization
is enforced, increasing the similarity weight value further improves
the results until 𝑤sim = 0.4, where the improvement reaches its peak,
and beyond this point, higher values actually worsen the differences
8

between groups. In the ADNI1 dataset, the proposed pipeline without
regularization (𝑤sim = 0.0) improves both the GMF and WMF change
sensitivity while having a worse effect on BPF change compared with
the reference FAST + FIRST segmentations. When the regularization
is enforced, the sensitivity in all three measures steadily improves for
higher values of 𝑤sim. In contrast to the MIRIAD results, the sensitivity
of ADNI1 measures does not peak at 𝑤sim = 0.4, but beyond this point,
improvement gains decrease rapidly.

Fig. 6 shows DSC measures between the reference FAST + FIRST
segmentations and the proposed pipeline with increasing 𝑤sim values.
The reported DSC results are calculated from the argmax classification
of the probabilistic brain tissue segmentations and are given separately
for parenchyma (GM+WM) as well as for its GM and WM components.
As expected, higher amounts of regularization decrease the similarity
with respect to the reference FAST + FIRST brain tissue segmentations.
Moreover, it can also be observed that the DSC of GM and WM
components that form the parenchyma decrease much more rapidly
with increasing regularization than those of the parenchyma itself.
This outcome suggests that the dissimilarity is due to a redistribution
of probabilities between GM and WM classes. By increasing 𝑤sim,
the learning focus is progressively shifted away from approximating
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Table 2
Discrimination and effect size of annualized change measures between healthy controls (HC) and Alzheimer’s disease (AD) subjects for the maximum interval
scan pairs. The discriminative power is measured with the 𝑡 statistic from Welch’s unequal variances test, while the effect size is measured using Cohen’s 𝑑.

Method MIRIAD ADNI1

𝛥BPF 𝛥GMF 𝛥WMF 𝛥BPF 𝛥GMF 𝛥WMF

𝑡 𝑑 𝑡 𝑑 𝑡 𝑑 𝑡 𝑑 𝑡 𝑑 𝑡 𝑑

FAST + FIRST 4.66 1.01 3.35 0.71 −0.49 0.10 6.19 0.80 5.29 0.69 −0.56 0.07
𝑤sim = 0.0 5.74 1.21 4.91 1.05 1.24 0.27 5.24 0.70 6.18 0.80 0.67 0.09
𝑤sim = 0.1 9.02 1.86 6.01 1.21 6.61 1.26 8.30 1.11 7.08 0.92 5.08 0.66
𝑤sim = 0.2 9.02 1.84 6.47 1.30 6.62 1.29 9.14 1.23 7.73 1.02 5.87 0.77
𝑤sim = 0.3 9.30 1.86 7.42 1.49 7.37 1.45 9.69 1.31 8.49 1.12 7.01 0.93
𝑤sim = 0.4 10.61 2.07 7.77 1.59 10.05 2.05 10.07 1.37 8.68 1.14 7.16 0.95
𝑤sim = 0.5 9.44 1.90 7.03 1.47 9.36 1.87 10.29 1.40 8.78 1.18 7.52 1.00
𝑤sim = 0.6 9.53 1.90 6.13 1.28 9.60 2.03 10.28 1.40 8.84 1.18 7.48 0.99
ig. 6. DSC of the maximum interval pair segmentations of the proposed pipeline with respect to reference FAST + FIRST segmentations used for training with increasing tissue
imilarity regularization weights.
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he FAST + FIRST probabilities, and a greater degree of deviation is
llowed to reduce the segmentation differences between short-interval
cans.

Figs. 7(a) and 7(b) show the absolute BPF change error between
hort-interval scans of the two considered datasets. Without regular-
zation (𝜔sim = 0.0), the proposed pipeline exhibits levels of error
imilar to those of the reference FAST + FIRST segmentations. Even
hen the smallest amount of regularization is enforced (𝜔sim = 0.1),

he error is greatly reduced, with higher weights providing smaller
mprovements thereafter. Fig. 7(a) also shows that, despite both the
escan and 2-week pairs of the MIRIAD dataset being used for training,
he rescan pairs without repositioning show a much greater reduction
n error than the 2-week pairs. This outcome suggests that the scan
ifferences due to repositioning and/or small time intervals are larger
han those of the rescan images. We expected that the use of the 2-week
airs with repositioning for training in the MIRIAD dataset would also
elp in improving the scan-rescan error. However, the scan-rescan error
9

t

btained for MIRIAD is only slightly lower than the one obtained in
DNI1, which only used rescan images without repositioning. These
esults suggest that the proposed regularization does not especially
enefit from images with repositioning to reduce the quantification
rror.

The experiments performed have shown that the proposed regular-
zation can improve the sensitivity of atrophy measures to differences
etween healthy and AD subjects. However, these improvements are
btained at the cost of decreasing the segmentation similarity with re-
pect to the reference FAST + FIRST segmentations. In our experiments,
he sensitivity to differences between groups reached its maximum
t 𝑤sim = 0.4 for the MIRIAD dataset while reaching a point of
iminishing returns at 𝑤sim = 0.4 for the ADNI1 dataset. Thus, we
ecided on 𝑤sim = 0.4 as an optimal default value for the proposed
ipeline, providing the most improvement for the least deviation from
he reference segmentations.
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Fig. 7. Short interval error of BPF for the MIRIAD and ADNI1 datasets with increasing tissue similarity regularization.
Table 3
Annualized measures of ICV change (mean ± std. dev.) for the proposed and fsl_anat pipelines.

MIRIAD ADNI1

fsl_anat Proposed fsl_anat Proposed
(𝑤sim = 0.4) (𝑤sim = 0.4)

|𝛥ICV| HC 0.38 ± 0.61% 0.27 ± 0.35% 0.80 ± 1.49% 0.43 ± 0.69%
AD 0.67 ± 0.91% 0.62 ± 0.61% 0.83 ± 1.42% 0.42 ± 0.30%

𝛥ICV HC −0.23 ± 0.69% −0.17 ± 0.41% 0.20 ± 1.68% −0.10 ± 0.81%
AD −0.25 ± 1.11% −0.38 ± 0.78% 0.30 ± 1.62% −0.26 ± 0.44%
5.2. Longitudinal atrophy quantification analysis

In the previous section, we studied the effect of varying degrees of
tissue similarity regularization on the presented deep learning pipeline
for brain tissue segmentation in both single-site and multisite datasets.
In this section, we now perform a detailed quantitative and qualitative
evaluation of the presented pipeline trained with 𝑤sim = 0.4, the
empirically selected optimal regularization weight.

5.2.1. Intracranial volume change
The results for ICV measurements of the selected model can be

found in Table 3. On average, the absolute ICV change of the proposed
pipeline is significantly lower in ADNI1 (𝑝 < 10−4) and marginally
lower in MIRIAD than for the fsl_anat reference, suggesting a more
consistent intracranial volume between longitudinal scans. In terms of
ICV change, the brain masks from fsl_anat show a similarly negative
rate in the MIRIAD dataset for both HC and AD subjects, while the
10
ADNI1 dataset shows positive ICV changes for both groups, with a
slightly higher average rate for the AD subjects. The proposed pipeline
obtains a much more consistent ICV change between datasets and
subject groups, having a small negative ICV change for the healthy
subjects and a larger negative change for the AD subjects. The results
suggest that the learned skull stripping of our pipeline is somehow
affected by global atrophy since the longitudinal ICV change is negative
and more pronounced for the AD group. This outcome would be
caused by the way in which skull stripping is performed by fsl_anat,
which nonlinearly registers a dilated brain mask to segment the brain
parenchyma. In this way, instead of attempting to segment the entire
intracranial cavity, fsl_anat essentially sets a fixed band around the
parenchyma that does not encompass the entire intracranial cavity.
Thus, in cases with greater amounts of atrophy, the fixed band around a
more shrunken parenchyma means that there will be a larger amount of
the intracranial cavity which will not be segmented by fsl_anat. Within
the presented pipeline, tissue similarity regularization cannot reduce
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Table 4
Scan-rescan absolute error (mean ± std. dev. (median)) for raw and normalized change measures. In the case of SIENA, which uses the BSI
method, PBVC is the only provided measure of atrophy.

MIRIAD ADNI1

FAST Proposed SIENA FAST Proposed SIENA
+ FIRST (𝑤sim = 0.4) + FIRST (𝑤sim = 0.4)

PBVC 0.36 ± 0.51% 0.17 ± 0.20% 0.31 ± 0.35% 0.37 ± 0.62% 0.14 ± 0.69% 0.33 ± 0.43%
(0.23%) (0.11%) (0.20%) (0.20%) (0.06%) (0.18%)

𝛥BPF 0.31 ± 0.35% 0.06 ± 0.06% N/A 0.31 ± 0.45% 0.07 ± 0.13% N/A
(0.23%) (0.05%) (0.19%) (0.04%)

𝛥GMF 1.13 ± 1.13% 0.09 ± 0.08% N/A 1.00 ± 1.09% 0.09 ± 0.21% N/A
(0.76%) (0.07%) (0.62%) (0.05%)

𝛥WMF 1.27 ± 1.46% 0.10 ± 0.12% N/A 1.18 ± 1.24% 0.11 ± 0.32% N/A
(0.74%) (0.07%) (0.76%) (0.07%)
Table 5
Absolute error between 2 week interval pairs of the MIRIAD dataset (mean ± std. dev.
(median)) for raw and normalized change measures. In the case of SIENA, which uses
the BSI method, PBVC is the only provided measure of atrophy.

MIRIAD

FAST Proposed SIENA
+ FIRST (𝑤sim = 0.4)

PBVC 0.65 ± 0.83% 0.50 ± 0.76% 0.44 ± 0.50%
(0.39%) (0.24%) (0.33%)

𝛥BPF 0.49 ± 0.47% 0.18 ± 0.14% N/A
(0.38%) (0.15%)

𝛥GMF 1.40 ± 1.32% 0.20 ± 0.17% N/A
(1.05%) (0.16%)

𝛥WMF 1.52 ± 1.64% 0.24 ± 0.18% N/A
(0.94%) (0.20%)

the learning of this fixed band bias, and the measured ICV is affected
by the brain shrinkage observed on follow-up scans, which is higher for
AD subjects than for healthy controls.

5.2.2. Short interval error
Table 4 shows the percentage of absolute volume error between

scan-rescan pairs for raw and normalized measures of change in the
ADNI1 and MIRIAD dataset. Compared with the reference FAST +
FIRST results and those of SIENA, the short interval error of our
pipeline is significantly lower in all measures of both datasets (𝑝 <
0−6). Moreover, while the reference FAST + FIRST segmentations have
uch greater error for individual GM and WM tissue than for the
arenchyma, in the proposed pipeline, the error is much more similar
etween the parenchyma and its GM and WM components. These
esults show that tissue similarity regularization not only reduces the
uantification error of the pipeline but also increases the consistency
f measured GM and WM volumes between short-interval scans.

Table 5 shows the quantification error between pairs of scans in the
IRIAD dataset taken within a 2 week interval, which should ideally

e close to zero. As expected, the quantification error is larger than the
ne measured for the scan-rescan pairs. Compared with FAST + FIRST,
he proposed pipeline obtains a significantly lower error in all measures
f both datasets (𝑝 < 10−4). Although the median error of our pipeline
s lower than SIENA, our method has a marginally larger mean, which
uggests a lower error in the majority of cases and larger errors in the
ore confounding ones. Similarly to the scan-rescan results, the error

or 𝛥GMF and 𝛥WMF has a greater reduction than the one obtained
or the 𝛥BPF, showing that the volumes measured by our pipeline are
uch more consistent between 2 week interval pairs than the reference

AST + FIRST segmentations.

.2.3. Annualized atrophy rates
Table 6 shows the annualized rates of 𝛥BPF, 𝛥GMF, 𝛥WMF, PBVC,

GMVC and PWMVC of all maximum interval pairs for the reference
11

AST + FIRST segmentations and the proposed pipeline. In general, our
pipeline shows much less variability in all measures of change than the
FAST + FIRST reference segmentations. Compared with the results of
FAST + FIRST, the annualized PBVC in the MIRIAD dataset is slightly
reduced, especially for the HC subjects, while it is slightly increased in
the ADNI1 dataset for both subject groups. In terms of BPF changes,
the average rate of the proposed pipeline is reduced in both datasets
compared to the reference FAST + FIRST segmentations. This finding
would be mostly explained by the generally smaller ICV obtained by
our pipeline for the follow-up scans, especially for the AD subjects,
which slightly biases the follow-up tissue fractions toward larger values
and reduces the apparent atrophy rate.

It can also be observed that the WMF change, as measured from
the FAST + FIRST segmentations suggests that healthy controls have
greater WM atrophy than AD subjects. In contrast, our pipeline shows
greater WM atrophy for the AD subjects than for the healthy controls,
which makes more intuitive sense in the context of a generalized brain
atrophy process. As seen in Fig. 5, the amount of regularization is
directly related to the lowering of the median WMF change, suggesting
that the segmentation of WM is directly improved by tissue similarity
regularization.

For comparison, we also calculated the annualized atrophy rates
with SIENA [12]. Our PBVC results in the MIRIAD dataset
(HC: −0.26 ± 0.43%; AD: −1.31 ± 0.86%) shows reduced average
rates for both groups, with a pronounced reduction of variability for
the AD group, compared to those of SIENA (HC: −0.53 ± 0.45%;
AD: −2.43 ± 1.34%). In the ADNI1 dataset, the annualized PBVC of
our pipeline (HC: −0.41 ± 0.92%; AD: −1.14 ± 0.76%) also shows
lower average rates when compared to SIENA (HC: −0.61 ± 0.75%;
AD: −1.85 ± 1.13%). The higher rates measured by SIENA might be
caused by the way in which the BSI method extrapolates the PBVC
for the whole image based on the displacement of the boundary
surface between gray matter (GM) and white matter (WM) between
timepoints. By deriving the measure of longitudinal change from the
analysis of a comparatively small region within the image, it makes
SIENA more sensitive to changes in this particular area. In contrast,
our pipeline independently segments the brain tissue at each timepoint
and aggregates the partial volumes across the entire brain to quantify
longitudinal volume change. As a result, a relatively small change in
the GM/WM boundary region yields a more pronounced percentage
change in SIENA than for our method.

5.2.4. Sensitivity to differences between groups
Table 7 shows the sensitivity to differences between groups of

normalized and unnormalized measures of change for the MIRIAD and
ADNI1 dataset. For both of the segmentation-based methods, FAST +
FIRST and proposed pipeline, the normalized measures of change pro-
vide much larger sensitivity to differences than the PBVC. In both the
MIRIAD and ADNI datasets, the 𝛥BPF is improved by tissue similarity
regularization results with respect to the FAST + FIRST reference, and
is also better than the results achieved by SIENA. The sensitivity of

the 𝛥GMF and 𝛥WMF measures is also improved with respect to the
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Table 6
Annualized measures of atrophy (mean ± std. dev.) from maximum interval scan pairs.

MIRIAD ADNI1

FAST + FIRST Proposed FAST + FIRST Proposed
(𝑤sim = 0.4) (𝑤sim = 0.4)

𝛥BPF HC −0.35 ± 0.51% −0.18 ± 0.15% −0.52 ± 0.84% −0.29 ± 0.30%
AD −1.13 ± 0.87% −0.91 ± 0.42% −1.23 ± 0.92% −0.80 ± 0.45%

𝛥GMF HC −0.46 ± 1.50% −0.19 ± 0.23% −0.51 ± 2.12% −0.25 ± 0.44%
AD −2.21 ± 2.83% −0.87 ± 0.50% −2.07 ± 2.41% −0.79 ± 0.52%

𝛥WMF HC −0.21 ± 1.25% −0.17 ± 0.21% −0.54 ± 2.41% −0.34 ± 0.44%
AD 0.02 ± 2.61% −0.97 ± 0.45% −0.36 ± 2.53% −0.81 ± 0.55%

PBVC HC −0.58 ± 0.74% −0.35 ± 0.42% −0.32 ± 1.46% −0.39 ± 0.91%
AD −1.38 ± 1.35% −1.30 ± 0.94% −0.93 ± 1.45% −1.06 ± 0.71%

PGMVC HC −0.69 ± 1.39% −0.36 ± 0.47% −0.31 ± 2.27% −0.35 ± 0.86%
AD −2.47 ± 3.15% −1.25 ± 0.91% −1.77 ± 2.50% −1.05 ± 0.73%

PWMVC HC −0.44 ± 1.59% −0.33 ± 0.44% −0.34 ± 2.83% −0.44 ± 1.07%
AD −0.24 ± 2.64% −1.35 ± 1.03% −0.06 ± 2.95% −1.07 ± 0.80%
Table 7
Discrimination and effect size of annualized change measures between healthy controls
(HC) and Alzheimer’s disease (AD) subjects for the maximum interval scan pairs. The
discriminative power is measured with the 𝑡 statistic from Welch’s unequal variances
test, while the effect size is measured using Cohen’s 𝑑. In the case of SIENA, which
uses the BSI method, PBVC is the only provided measure of atrophy.

Method MIRIAD ADNI1

𝛥BPF PBVC 𝛥BPF PBVC

𝑡 𝑑 𝑡 𝑑 𝑡 𝑑 𝑡 𝑑

FAST + FIRST 4.66 1.01 3.21 0.68 6.19 0.80 3.27 0.42
Proposed (𝑤sim = 0.4) 10.61 2.07 5.76 1.17 10.07 1.37 6.48 0.80
SIENA – – 8.99 1.73 – – 9.78 1.33

Table 8
Results of leave-one-out cross-validation on the MRBrains18 challenge dataset
calculated using the evaluation scripts provided by the challenge organizers.

DSC (%) HD95 (mm) Volume similarity IoU

CSF 83.13 ± 1.63 2.40 ± 0.37 0.97 ± 0.02 0.712 ± 0.02
GM 84.84 ± 2.08 1.79 ± 0.66 0.95 ± 0.03 0.737 ± 0.03
WM 87.34 ± 2.80 2.26 ± 0.64 0.94 ± 0.03 0.776 ± 0.04

reference FAST + FIRST segmentations. Overall, the effect size of all
measures is larger for the MIRIAD dataset than for ADNI1, most likely
due to the more consistent imaging parameters that introduce a lower
level of confounding factors.

5.2.5. Tissue segmentation
The cross-sectional brain tissue segmentation performance of the

presented pipeline is evaluated both quantitatively and qualitatively.
Quantitative evaluation is performed using the international
MRBrains18 challenge dataset [39], which provides 8 cases with semi-
automated gold standard tissue segmentations revised by human raters.
In the qualitative evaluation, the effect of regularized deep learning is
assessed by comparing overall segmentation differences between the
output of the presented pipeline and the FAST + FIRST segmentations.

Quantitative results on the MRBrains18 dataset were obtained with
a leave-one-out cross-validation strategy, and calculating the challenge
metrics using the evaluation code provided by the organizers. To train
our longitudinal pipeline on the cross-sectional MRBrains18 dataset,
the same image is taken as both scan and rescan and the value of
the similarity loss weight is set to zero (𝜔sim = 0.0). Additionally,
out of the three MRI modalities included in the challenge dataset
(T1w, T1w-IR and T2w-FLAIR), only the T1w is used for training
and inference with the presented pipeline. Table 8 shows the results
obtained from the leave-one-out cross-validation, which are in line with
state-of-the-art results also using only the T1w modality for training
and inference [40].

To study the effect of regularized deep learning on the result-
12

ing brain tissue segmentations, we perform a qualitative evaluation
comparing the reference FAST + FIRST segmentations to those of
the presented pipeline. Fig. 8 shows the tissue segmentation results
of FAST + FIRST and our pipeline for two representative cases of
MIRIAD and ADNI1. In both datasets, the segmentation of our pipeline
presents some differences with respect to the reference, having gen-
erally smoother edges between tissues and less noise. The largest
segmentation differences are located in the outer brain interface, where
our pipeline tends to segment a larger area as brain, and in the
borders of subcortical structures, which depending on the case are
either enlarged or shrunken. Smaller segmentation differences are also
observed in the interfaces between tissues throughout the cortex, where
our pipeline tends to segment less WM and more GM than the reference
FAST + FIRST segmentation.

Fig. 9 shows the median differences between the probabilistic seg-
mentations of FAST + FIRST and the proposed pipeline across all of
the cases from each dataset. In practice, we subtract the FAST + FIRST
probabilities of each tissue from those of our pipeline, which are then
transformed to the MNI space, where we obtain the voxelwise median
across all available cases for each dataset. The differences for both
datasets show a very similar behavior, with MIRIAD displaying stronger
differences, most likely due to its more homogeneous single-center
images. In terms of CSF, the blue color around the outer brain border
indicates a tendency for our pipeline to segment more CSF in that
region compared to the reference method. Conversely, the red color
in the midline region, ventricle borders and temporal lobes suggests
that our pipeline segments less CSF in these regions when compared
to FAST + FIRST. Median GM differences display a generalized blue
color throughout the cortex, while the WM differences take on a red
color, indicating that the presented pipeline segments less WM and
more GM in those regions than FAST + FIRST. Another area showing
large differences consists of the subcortical structures; the red color in
their inner borders suggests that our pipeline tends to reduce their size
compared to FAST + FIRST. However, this behavior is reversed when
examining the outer borders, where more GM is segmented in favor of
reducing the WM.

5.3. Cross-dataset evaluation

We study the domain shift sensitivity of the presented pipeline by
doing a cross-dataset evaluation, where we train and validate our model
using one of the two datasets and subsequently test it on the other one.
In practice, we inference each scan once with each of the three models
trained during the subject-wise cross-validation and then perform a
voxel-wise average to obtain a single final tissue probability map. From
these segmentations, we then compute the relevant evaluation metrics
for each dataset. To study the effect of tissue similarity regularization
on domain shift performance, we show the results for the case without
regularization (𝑤sim = 0.0) as well as for the empirically selected

optimal weight (𝑤sim = 0.4).
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Fig. 8. Comparison of argmax segmentation results between FAST + FIRST and the proposed pipeline for a representative case of each dataset. The last column shows the absolute
probability differences of voxels changing their most likely tissue class overlaid with a yellow to red colormap, where yellow corresponds to a difference greater than 0.0 and red
to a difference of 1.0 in the voxelwise sum of absolute probability differences. Differences for both datasets are mainly located in the cortex, in the interfaces between subcortical
structures and in the outer brain border.
Table 9
Baseline results of the ADNI1 dataset and cross-dataset results of the ADNI1 dataset using the proposed pipeline trained on the MIRIAD dataset.

ADNI1 baseline Trained on MIRIAD

𝑤sim = 0.0 𝑤sim = 0.4 𝑤sim = 0.0 𝑤sim = 0.4

𝛥BPF HC −0.52 ± 0.94% −0.29 ± 0.30% −0.39 ± 1.18% −0.25 ± 0.39%
AD −1.27 ± 1.23% −0.80 ± 0.45% −1.15 ± 1.58% −0.74 ± 0.53%

Differences between
groups (𝛥BPF)

𝑡 5.24 10.07 4.18 8.02
𝑑 0.70 1.37 0.56 1.08

Rescan error
(𝛥BPF)

0.31 ± 0.59% 0.07 ± 0.13% 0.60 ± 1.05% 0.15 ± 0.20%
(0.15%) (0.04%) (0.31%) (0.08%)
Table 9 shows the baseline evaluation results on the ADNI1 dataset
as well as the cross-dataset results on ADNI1 with the proposed pipeline
trained on the MIRIAD dataset. Compared with the baseline models, the
results are worse in the cross-dataset evaluation for both unregularized
and regularized models. Particularly, the rescan error shows a twofold
increase in models trained on the MIRIAD dataset when compared to
the baseline models trained on ADNI1. However, in terms of sensitivity
to group differences, the model trained on MIRIAD with 𝑤sim = 0.4 con-
tinues to outperform the baseline model trained without regularization.
In this case, the MIRIAD dataset utilized for training purposes consists
of images from a single scanner and a specific voxel size, which does not
seem to prepare the model to deal with the variations in scanners and
voxel sizes encountered in the ADNI1 dataset and yields poor results.

Table 10 shows the baseline evaluation results on the ADNI1 dataset
as well as the cross-dataset results of ADNI1 with the proposed pipeline
trained on the MIRIAD dataset. In this case, the observed performance
13
degradation due to the domain shift is considerably reduced. With
respect to short-interval error, while the rescan error of the cross-
dataset models are significantly worse than the baseline ones trained
with the same weight (𝑝 < 0.05), the 2-week error is only marginally
higher. In terms of sensitivity to group differences, the model trained on
ADNI1 with 𝑤sim = 0.0 demonstrates superior performance compared
to the MIRIAD baseline model trained with the same parameter. In the
case of 𝑤sim = 0.4, the cross-dataset model trained on ADNI1 achieves
a high Cohen’s d effect size of 𝑑 = 1.79, which does not reach the same
effect size as the MIRIAD baseline model (𝑑 = 2.07), but surpasses the
𝑑 = 1.73 obtained by SIENA. The results suggest that training a model
with a varied set of images acquired with different scanners and voxel
sizes, such as the ones in ADNI1, make the pipeline more robust to the
domain shift caused by the use of different scanners and voxel sizes.
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Fig. 9. Median probability differences between the probabilistic segmentations of the proposed (𝑤sim = 0.4) pipeline with respect to the reference FAST + FIRST segmentations.
For this purpose, the tissue probability maps of FAST + FIRST and the presented pipeline from each case are subtracted and then transformed to the MNI space for joint analysis
across the whole dataset. The differences are displayed per tissue in a red to white to blue colormap, where red corresponds to a median difference of −0.25 or less, white to 0.0
and blue to an increase in median probability of 0.25 or higher.
Table 10
Baseline results of the MIRIAD dataset and cross-dataset results of the MIRIAD dataset using the proposed pipeline trained on the ADNI1 dataset.

MIRIAD baseline Trained on ADNI1

𝑤sim = 0.0 𝑤sim = 0.4 𝑤sim = 0.0 𝑤sim = 0.4

𝛥BPF HC −0.45 ± 0.52% −0.18 ± 0.15% −0.41 ± 0.29% −0.25 ± 0.17%
AD −1.51 ± 1.00% −0.91 ± 0.42% −1.38 ± 0.93% −0.89 ± 0.42%

Differences between
groups (𝛥BPF)

𝑡 5.74 10.61 6.48 9.03
𝑑 1.21 2.07 1.25 1.79

Rescan error
(𝛥BPF)

0.31 ± 0.29% 0.06 ± 0.06% 0.36 ± 0.41% 0.09 ± 0.09%
(0.23%) (0.05%) (0.23%) (0.06%)

2 week error
(𝛥BPF)

0.46 ± 0.42% 0.18 ± 0.14% 0.53 ± 0.62% 0.21 ± 0.18%
(0.36%) (0.15%) (0.37%) (0.17%)
5.4. Limitations

This study has some limitations related to the evaluation of atrophy
measures and the clinical applicability of the presented pipeline. Within
this work, we have not been able to evaluate the quality or accuracy
of either the brain tissue segmentation model learned from fsl_anat
outputs or the measured atrophy rates. For this purpose, we would need
a dataset similar to those considered in this work having both short
interval and longitudinal scan pairs from healthy and AD subjects with
sufficiently accurate manual delineations of brain tissue. Despite this
limitation, we have evaluated our pipeline on several metrics typically
used in the literature to assess longitudinal atrophy quantification and
14
have shown that it improves over extensively validated state-of-the-art
methods. In this sense, the comparison with fsl_anat is nuanced since
our data-driven pipeline has been previously trained and optimized for
the evaluation domain, whereas fsl_anat was not. However, the main
goal of these comparisons is only to quantify the relative improvement
of our pipeline, which is trained from these fsl_anat outputs. Despite
tuning the SIENA execution parameters to obtain the best performance
on each dataset, the comparison is also nuanced in the same way since
it was not trained or optimized beforehand for the evaluation domain.

As shown by the cross-dataset experiment, another limitation is that
the performance of deep learning methods is degraded when applied to
images that differ in excess from those seen during training, i.e., from
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a different image domain, such as one acquired with a different MRI
scanner, acquisition protocol or voxel spacing. Our results suggest that
training the pipeline with a diverse set of scanners, voxel sizes and
acquisition parameters reduces domain shift sensitivity and improves
generalization performance. Furthermore, a pretrained model could
be fine-tuned for the specific domain using transfer learning or one-
shot domain adaptation techniques for deep learning methods [41]. In
this case, training the proposed pipeline would only require a set of
unlabeled short-interval scan pairs from the target domain.

6. Conclusion

In this work, we have presented a novel deep learning pipeline
for segmentation-based brain atrophy quantification that uses tissue
similarity regularization to improve upon the reference automated
segmentation method from which it is trained. We have analyzed the
tissue similarity regularization effect and empirically selected 𝑤sim =
0.4 as an optimal default value for the similarity weight loss term,
which performs well across single-site and multisite datasets.

In general, the presented pipeline improves upon atrophy evaluation
metrics and produces smoother and less noisy segmentations than
the reference method used for training. The regularization introduces
differences in the segmentation of GM/WM in the cortex, the outer
brain interface and borders of subcortical structures compared with the
reference method. Our evaluation results on short-interval scan pairs
show that the proposed regularization lowers the quantification error
and improves the overall tissue segmentation consistency, especially for
the gray and white matter components. In this sense, our pipeline shows
lower and more similar levels of error between the parenchyma and
its distinct GM and WM components, whereas the reference method
had much larger errors for GM and WM than for the parenchyma. In
the longitudinal case, we observed lower variability in atrophy rates
and greater sensitivity to differences between healthy controls and AD
subjects. Furthermore, while the reference method measured higher
levels of WM atrophy for healthy controls than for the AD group, which
does not make intuitive sense within a generalized atrophy process,
the proposed regularization in our pipeline reverses this tendency and
shows more coherent WM atrophy rates between the HC and AD
groups.

The presented pipeline is based on the idea that regularized deep
learning can exploit data priors to reduce the biases and systematic
errors learned from a reference segmentation method. We have shown
that the proposed regularization, which aims at reducing short-interval
scan differences, can directly improve brain atrophy quantification in
the longitudinal case. Data-driven approaches have the potential to
surpass their classical counterparts and unlock brain atrophy as a useful
diagnostic and prognostic marker for neurodegenerative pathologies.
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